1. **Explica brevemente (máximo 1 página) qué criterios utilizas para seleccionar la metaheurística a aplicar en la resolución de un problema.**

Lo primero sería hacer un estudio del tipo de problema al que nos enfrentamos, ya que las distintas metaheurísticas son mejores o peores según el tipo de problema al que se enfrente.

También deberíamos tener en cuenta que nuestro trabajo sea lo más cómodo posible, y ahí entra en juego la representación de las soluciones. Algunas metaheurísticas trabajan mejor con codificación binaria que otras y viceversa.

Otro criterio a explorar sería las soluciones que necesito y el objetivo que persigo, por ejemplo, ya que hay numerosos problemas multimodales para los que puede ser interesante usar una metaheurística u otra, además de que hay numerosas estrategias de hibridación que pueden hacer la metaheurística que elijamos mucho más potente, todo depende de los resultados que persiga.

1. **Explica las diferencias y similitudes entre en un algoritmo voraz y la búsqueda local.**

El algoritmo voraz, parte de un elemento de la solución inicial que tiene tamaño m y va construyendo la solución añadiendo elementos conforme a una heurística.

La búsqueda local, sin embargo, parte de una solución (aleatoria por ejemplo), y explora su vecindario (soluciones alcanzables a partir de la nuestra por algún tipo de movimiento en sus elementos) en busca de una mejor solución (su función objetivo sea mejor) o de la mejor solución. Termina tras un cierto número de iteraciones o cuando no encontramos mejora.

La diversificación de soluciones y exploración del entorno de soluciones es mucho mayor en la búsqueda local que en el Greedy. Además, la BL es parte importante de algoritmos como ILS, que intensifican la búsqueda en las mejores soluciones encontradas y además mejoran la exploración.

Ambos algoritmos pueden ser usados en problemas de optimización de diversa índole. Algunos algoritmos incluso se ayudan de ambos para obtener mejores soluciones.

1. **¿Utilizarías una codificación binaria para resolver el problema del viajante de comercio? ¿Por qué?**

No, puesto que haría más complicado la codificación del problema.

El problema del viajante de comercio se basa en encontrar el camino mínimo para recorrer varias ciudades. Con la codificación típica, se usa un vector de números que no se pueden repetir y las diferentes soluciones son permutaciones de este vector, donde influye el orden, ya que partimos de la “ciudad” que marca la primera posición del vector.

Si pasamos a una codificación binaria, lo más lógico sería representar que se recorre el arco entre una ciudad i y una j como 1, es decir (i,j) = 1. Aquí aparece la restricción de que el siguiente arco recorrido debe empezar por j.

No la usaría, porque, aunque sea factible emplearla, complica los operadores típicos de generación de vecinos e incluso la generación de soluciones aleatorias. La representación por reales es mucho más cómoda.

1. **¿Usarías una codificación basada en números reales para resolver el problema de la mochila? ¿Por qué?**

No, puesto que la codificación binaria me permite trabajar en mismo vector con los n objetos, que tienen 0 si no están incluidos en la mochila y 1 en caso contrario. Usar una representación basada en números reales haría que mi vector tuviera solo los objetos de la mochila. Los intercambios de objetos serían más farragosos y los operadores típicos de los distintos algoritmos estudiados más difíciles de implementar.

1. **Explica qué enuncia el Teorema de “No Free Lunch” y qué implicaciones tiene en el contexto de las metaheurísticas.**

El teorema dice que para cualquier algoritmo, cualquier desempeño elevado en un tipo de problemas es pagado en el rendimiento de otro tipo de problemas.

Esto tiene implicaciones en las MH puesto que nos dice que ganar en un cierto dominio implica perder en los restantes. Es decir, podemos hibridar los algoritmos con otros para mejorar el comportamiento del primero.

1. **Enumera los esquemas de enfriamiento que conoces para usar con el enfriamiento simulado. Indica sus ventajas e inconvenientes.**

Los distintos mecanismo de enfriamiento son:

* Enfriamiento basado en sucesivas temperaturas descendentes fijadas por el usuario.
* Enfriamiento con descenso constante de la temperatura.
* Descenso geométrico: Tk+1 = alfa \* Tk. Siendo alfa una constante cercana a 1.
* Criterio de Boltzmann: Rk = T0/(1+log(k))
* Criterio de Cauchy: Tk = T0/(1+k)
* Cauchy modificado (para controlar el número de iteraciones): Tk+1 = Tk/(1+beta\*Tk)

Para ejecutar exactamente M iteraciones beta = (T0-Tf)/(M\*T0\*Tf).

En general ningún mecanismo es mejor que otro porque depende del problema. Lo normal es hacer pruebas de ensayo y error para quedarse con el mejor.

1. **Explica en qué consiste el equilibrio entre intensificación y diversificación, y cómo se contempla en las diversas metaheurísticas estudiadas.**

Todos las metaheurísticas estudiadas comparten objetivos de explotación y exploración. El primero es la intensificación del proceso de búsqueda y es una característica de búsqueda local. El segundo es la diversificación y es una característica de búsqueda global.

El equilibrio correcto de intensificación-diversificación conduce hacia una metaheurística efectiva.

En las diversas metaheurísticas estudiadas (variantes básicas), se presenta de la siguiente manera:

* ES: equilibrio dinámico. Vamos desde una mayor diversificación y menor intensificación hacia una menor diversificación y mayor intensificación (se consigue con la temperatura).
* BT: equilibrio estático. Mientras mayor sea la lista tabú, menor intensificación habrá y mayor diversificación.
* ILS: depende del criterio de aceptación. Intensificación si es Aceptación del mejor y Diversificación si es último óptimo local aceptado.
* VNS: balance oscilatorio.
* AGs: equilibrio dinámico. Igual que enfriamiento simulado.

1. **Explica los argumentos a favor del uso de la paralelización de las metaheurísticas. Da un ejemplo de metaheurística paralela y explica sus ventajas.**

El paralelismo hace que la carga de trabajo se distribuya y conseguir mejores resultados con menos esfuerzo computacional.

Por ejemplo, las múltiples búsquedas independientes se han probado exitosamente con distintos algoritmos basados en trayectorias como ES, VNS, TS y GRASP. Pero tienen la desventaja de que las diferentes ejecuciones no comparten información entre ellas.

Tenemos también las múltiples búsquedas cooperativas, puesto que el intercambio de información entre procesos (que puede ser según diversas políticas, como estrella o anillo), se realiza durante el proceso de búsqueda y no solo al final. La clave está en qué información compartimos entre procesos. Este modo de paralelizar cobra especial importancia en los algoritmos basados en poblaciones.

1. **Explica las técnicas de metaheurísticas híbridas y da las diferencias básicas entre ellas: partículas (PSO), algoritmos de colonias de hormigas (ACO) y algoritmos evolutivos. Comparadlas 2 a 2 (ACO vs PSO, ACO vs AEs, PSO vs AEs).**
2. **Funcionamiento y propósito de los algoritmos de búsqueda multiarranque. Diferencias y similitudes.**

El propósito de los algoritmos de búsqueda multiarranque es usar algún método de búsqueda local iterativamente a una solución según la política y o bien, devolver el mejor algoritmo encontrado hasta el momento o devolver el mejor de entre una serie de soluciones devueltas por una serie de ejecuciones (que sería el BMB).

En resumidas cuentas, un algoritmo con arranque múltiple **Genera una solución y la guarda en mejor solución.** Ahora repetimos hasta un cierto criterio de parada lo siguiente: **aplicamos búsqueda local o ES por ejemplo a la Solución Actual, si la solución generada es mejor que la mejor solución entonces la sustituimos. Ahora generamos otra solución en Solución Actual y repetimos.**

Existen distintos algoritmos que se basan en la búsqueda multiarranque. El BMB parte de un conjunto de soluciones iniciales a las que se le aplica un algoritmo por trayectorias. De entre todas las soluciones, nos quedamos con la mejor. Esto puede presentar problemas puesto que, si las soluciones generadas al principio aleatoriamente están cercanas entre sí (en términos de vecindario), convergerá repetidamente en el mismo óptimo local el algoritmo de búsqueda.

En cuanto a las demás, tenemos GRASP, que se basa en la construcción de una solución greedy aleatorizada y la aplicación de una BL que toma dicha solución como punto inicial. Este procedimiento se repite varias veces y la mejor solución encontrada por todas las ejecuciones es la que se devuelve.

ILS por su parte se basa en la aplicación repetida de algún algoritmo como BL o ES a una solución inicial que se obtiene por mutación de un óptimo local previamente encontrado.

Para VNS, por último, es un algoritmo ILS en el que el operador de mutación cambia de entorno cuando la solución obtenida tras aplicar la BL es peor que la actual.

Por tanto, todos los métodos se parecen en el uso de algún algoritmo por trayectorias, pero cada uno de ellos trata la exploración y explotación de forma diferente, así como sobre qué individuos se efectúa la BL.

1. **Explicad las similitudes y diferencias entre la búsqueda local, el enfriamiento simulado y la búsqueda tabú.**

Las principales similitudes son que todos ellos son métodos de búsqueda basados en trayectorias, que parten de una solución inicial y que de una manera u otra, con unas estrategias diferentes, recorren el vecindario de una solución en busca de mejores soluciones.

En cuanto a las diferencias, la búsqueda local no permite movimientos de empeoramiento sobre la solución actual, ni modificar la estructura de entornos. La búsqueda tabú sí que permite tanto el empeoramiento de la solución actual como la modificación de la estructura de entornos. El enfriamiento simulado, por su parte, permite el empeoramiento de la solución actual si nos encontramos lejos de converger todavía.

1. **Describir los aspectos más críticos en el diseño de un Algoritmo memético para un problema concreto.**

Hay que tener en cuenta que no existe un procedimiento sistemático para diseñar un algoritmo memético para un problema. Podemos considerar heurísticas de diseño que resultarán muy probablemente en un AM efectivo.

La principal pregunta que nos podemos hacer en el diseño es, ¿qué algoritmo de BL utilizo?, a lo que la respuesta es que depende del problema. Lo que está claro es que para que un algoritmo híbrido se considere AM, la BL siempre debe aplicarse dentro del proceso evolutivo.

Tienen importancia también cómo se adapta la BL, cómo se aplica el optimizador y cuándo o sobre qué agentes se aplica.

1. **Explica similitudes y diferencias entre las técnicas PSO y Evolución Diferencial.**

Ambas técnicas son modelos evolutivos usados para optimización de variables continuas con múltiples óptimos y no diferenciables. La representación de las soluciones se hace con números reales en ambas técnicas.

En la Evolución Diferencial, los cambios en las soluciones se basan en un operador de mutación y posteriormente una recombinación entre el vector objetivo y el mutado nos da un nuevo vector, que sustituirá al objetivo si es mejor que este en términos de la función objetivo.

PSO tiene un enfoque menos matemático, ya que se inspira en el comportamiento de las bandadas de aves. Las partículas van volando por el espacio de soluciones con velocidad variable durante la ejecución del algoritmo. Este movimiento depende bien de la mejor posición de las partículas de su entorno (es decir, la mejor solución), o de la mejor de toda la nube encontrada desde que comenzó el algoritmo. Es decir, se diferencian principalmente en el modo de explorar el entorno de búsqueda en busca de mejores soluciones, uno haciéndolo mediante cambios según una cierta política y posterior recombinación según una cierta política y otro mediante el movimiento de las partículas hacia zonas mejores del espacio de búsqueda.

1. **Explica similitudes y diferencias entre Algoritmos Genéticos y PSO.**

Ambos son métodos evolutivos que generan nuevas soluciones en un entorno vía dos padres. La principal diferencia radica en que en los genéticos se hace con el operador de cruce y en PSO via atracción de las partículas hacia las mejores posiciones.

Otra diferencia puede ser que los genéticos son adaptables a problemas combinacionales, mientras que PSO está pensado para problemas de optimización continua.

Por otro lado, PSO tiene ventaja sobre AG porque converge más rápido debido al continuo movimiento de las partículas y tiene más diversidad en las trayectorias de búsqueda que hace.

1. **Explica similitudes y diferencias entre los Algoritmos Genéticos y la Evolución Diferencial.**

Ambos son ejemplo de métodos evolutivos. Podríamos decir que la DE es una forma de AG en el sentido de que el genotipo es un vector de reales y que la mutación y el cruce entre dos o más vectores de la población se hace mediante la diferencia de vectores o mediante otro método, en definitiva, trabajamos con números reales. En ambos algoritmos la mutación tiene la función de aportar diversidad.

Una de las principales diferencias es entonces la representación, que en los genéticos es binaria y en la evolución diferencial es con números reales.

1. **Explica las similitudes y diferencias entre los Algoritmos de Optimización Basada en Colonias de Hormigas y los algoritmos de PSO (Particle Swarm Optimization).**

PSO es un método basado en poblaciones motivado por el comportamiento de las bandadas de aves y que se usa típicamente para problemas de optimización continua.

ACO sin embargo es una técnica probabilística para resolver problemas no-determinísticos.

1. **Análisis comparativo entre los algoritmos genéticos con nichos (para problemas multimodales) y el algoritmo CHC. Pros y contras.**

**CHC**

Algoritmo evolutivo que se puede considerar una variante del AG típico estudiado introduciendo un equilibrio entre diversidad y convergencia a través de operadores específicos de cruce, de no posibilitar el incesto, operadores que no estaban presentes en las versiones clásicas de AG estudiadas. Por tanto, una de los pros de CHC es que mejora los AG, que ya producían resultados aceptables para ciertos problemas de combinatoria. Otro pro puede ser la compenetración entre explotación y exploración.

Uno de los contras, es que en problema multimodales, es decir, donde varias soluciones son óptimos admisibles. El problema es que los AG convergen muy rápido hacia una sola solución, por lo que los AG con nichos, permiten que el algoritmo evolucione a zonas de una población que permite tener soluciones en diferentes zonas del espacio de búsqueda.

1. **Describe el algoritmo evolutivo CHC, indicando cuáles de sus cuatro componentes destacadas tienen un comportamiento exploratorio y cuáles lo tienen explotación.**

CHC es una propuesta de AG que introduce un equilibrio entre la diversidad y la convergencia dado que combina una selección elitista que preserva los mejores individuos que han aparecido hasta el momento con un operador de cruce que produce hijos muy diferentes a sus padres. Esto lo hace a partir de cuatro componentes novedosas con respecto a los AG: la selección elitista, el cruce uniforme HUX, la prevención de incesto y la reinicialización.

La exploración forma parte de: cruce HUX, prevención de incesto y la reinicialización.

La explotación forma parte de la selección elitista.

1. **Explica el propósito y el funcionamiento de la regla de actualización de feromona en línea, paso a paso, del Sistema de Colonias de Hormigas.**

En los SCH, cada hormiga modifica automáticamente la feromona de cada arco que visita para diversificar la búsqueda.

Cada vez que una hormiga recorre un arco, aplica la actualización local de feromona:

![](data:image/png;base64,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)

Con esta operación, la feromona asociada a un arco disminuye cada vez que lo visita una hormiga. Los arcos visitados van siendo menos prometedores según los recorren más hormigas en la iteración actual, lo que favorece la exploración de los arcos no visitados. Esto se hace para que las hormigas tiendan a no converger a soluciones parecidas en la iteración actual.

1. **Es conocido el hecho de que un buen algoritmo de búsqueda debe tener un equilibrio entre exploración/diversificación y explotación/intensificación. Los algoritmos que hemos estudiado tienen distintas componentes para poner en práctica cada una de las dos tareas mencionadas. Proponer un algoritmo híbrido combinando algunas de estas componentes y que pudiesen tener buenos resultados.**
2. **Colonias de Hormigas (CH) frente a Algoritmos Evolutivos (AEs). Caracteriza dos tipos de problemas, uno en el que el comportamiento de las CH sea muy bueno (normalmente mejor que los AEs) y viceversa. (Problemas tipo A – mejor CH, Problemas tipo B – mejor AEs).**

CH trabaja mejor con problemas no deterministas de búsqueda de caminos óptimos en grafos.

AE trabaja mejor con problemas de optimización continua de funciones multidimensionales no derivables.

1. **Analizar la influencia del tamaño de la población en el funcionamiento de los diferentes algoritmos evolutivos. Indicar cuando el tamaño debe ser grande o pequeño. Dar ejemplos de intervalos aproximados para las diferentes propuestas.**
2. **Indicar las diferencias entre los Algoritmos de Colonias de Hormigas y los Sistemas de Hormigas (ACS vs AS). ¿Cuál crees que funciona mejor? Razona la respuesta.**

Las principales diferencias son que el ACS extiende al AS en tres aspectos:

* La regla de transición establece un equilibrio entre la exploración de nuevos arcos y la explotación de la información acumulada.
* Para la actualización global de feromona sólo se considera la hormiga que generó la mejor solución hasta ahora. Es decir, sólo se evapora feromona en los arcos que componen esta.
* Se añade una nueva actualización local de feromona, basada en que cada hormiga modifica automáticamente la feromona de cada arco que visita para diversificar la búsqueda.

El ACS funcionará mejor, ya que hay más equilibrio entre la exploración y la explotación, y la actualización local consigue que los arcos ya visitados vayan siendo menos prometedores según los recorren más hormigas, por lo que las hormigas tienden a no converger a soluciones parecidas.

1. **Explica los fundamentos de los algoritmos de Evolución Diferencial. (Características diferenciadoras frente a otras técnicas, y el algoritmo).**

Los algoritmos de Evolución Diferencial es un modelo evolutivo que enfatiza la mutación, utiliza un operador de cruce/recombinación a posteriori de la mutación. Está pensado para optimización con parámetros reales.

El algoritmo consta de varias partes:

* Una población de Np vectores de parámetros D-dimensionales.
* Generación: mutación diferencial, que con respecto a cada vector en la población actual, llamado vector objetivo, se genera un vector mutado añadiendo un vector diferencia, escalado y aleatoriamente muestreado, a un vector base aleatorio de la población actual.
* Recombinación discreta: para cada vector objetivo en la población actual, un nuevo vector se genera cruzando el vector objetivo con el mutado.
* Reemplazamiento: si el vector resultante tiene mejor valor de función que su correspondiente vector objetivo, se sustituye.

La política es parecida a la de los AG, pero se usan para problemas de optimización de variables continuas, y los operadores cambian un poco. Tanto la mutación como la recombinación discreta se pueden hacer siguiendo diversas políticas.

1. **Define las características de la metaheurística ideal.**

La Metaheurística ideal podría reunir, entre otras, las siguientes características:

* Conocimiento completo del problema.
* Útil con cualquier tipo de representación.
* Útil con cualquier tipo de problema.
* Encuentra el mínimo o soluciones muy cercanas a este en poco tiempo.
* Equilibrio perfecto entre exploración y explotación del espacio de búsqueda de las soluciones.
* Ajuste de parámetros sin ser necesario pruebas de ensayo y error, según algún tipo de regla.